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Abstract
Deep neural network representations align well with brain
activity in the ventral visual stream. However, the primate
visual system has a distinct dorsal processing stream
with different functional properties. To test if a model
trained to perceive 3D scene geometry aligns better with
neural responses in dorsal visual areas, we trained a
self-supervised geometry-aware recurrent neural network
(GRNN) to predict novel camera views using a 3D feature
memory. We compared GRNN to self-supervised base-
line models that have been shown to align well with ven-
tral regions using the large-scale fMRI Natural Scenes
Dataset (NSD). We found that while the baseline mod-
els accounted better for ventral brain regions, GRNN ac-
counted for a greater proportion of variance in dorsal
brain regions. Our findings demonstrate the potential for
using task-relevant models to probe representational dif-
ferences across visual streams.
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The visual cortex has been traditionally organized into two
processing streams (Ungerleider, 1982), the ventral and dor-
sal1 (parietal) pathways, with a third lateral pathway being pro-
posed recently (Weiner & Grill-Spector, 2013; Wurm & Cara-
mazza, 2022; Pitcher & Ungerleider, 2021). Deep neural net-
works (DNNs) trained for object recognition have been found
to be highly predictive of the ventral visual stream process-
ing (Yamins et al., 2014). However, it remains unclear whether
DNNs for recognition are well suited for predicting non-ventral
visual processing, in the lateral or parietal visual streams.

DNNs optimized for egomotion estimation or action recog-
nition may better predict neural responses in the parietal and
lateral visual streams (Mineault et al., 2021; Güçlü & van Ger-
ven, 2017). However, DNNs trained for action recognition do
not appear to differentiate themselves from DNNs trained for
object recognition in terms of predicting activity across the vi-
sual streams (Finzi et al., 2022). Recent experimental work
has demonstrated evidence that the parietal stream plays a
major role in global shape perception during object recogni-
tion, while the ventral stream may be more involved in local
shape and texture encoding (Ayzenberg & Behrmann, 2022).
Additionally, a well-established function of the parietal path-
way is depth and 3-D shape perception (Welchman, 2016),
and it has been suggested that representations in these ar-
eas may arise from self-supervised predictive coding (Jehee
et al., 2006; Raman & Sarkar, 2016; Bakhtiari et al., 2021).

What kinds of neural networks might best account for neu-
ral processing in the parietal visual stream? We propose that
the “GRNN” model from Tung et al. (2019) is a promising
“proxy model” (Leeds et al., 2013) for investigating computa-
tional constraints within the parietal pathway. GRNN learns
spatially-aware 3D representations of visual inputs and is
trained in a self-supervised manner to predict the complete 3D
feature representation of a scene from one camera viewpoint,

1Following Finzi et al. (2022), we refer to the dorsal stream as the
parietal stream to avoid confusion with the lateral stream.

Figure 1: A. ROI definitions on a flat map of the fsaverage cortex.
B. GRNN training procedure. C. Difference (subtraction) between
GRNN and DINO noise-corrected R2’s for each voxel for example S1.
We observe higher R2 for GRNN (darker blue) in high-level parietal
regions, and conversely higher R2 for DINO (darker red) in high-level
ventral regions.

given input from another camera viewpoint. The model can “fill
in” and predict features in the 3D feature map to represent the
complete 3D geometry and shape of a scene from a partial
2.5D view. In this sense, the task solved by the GRNN model
aligns well with several of the commonly proposed functional
characteristics of the parietal stream.

We examined GRNN’s ability to predict neural responses
as measured by fMRI in response to viewing complex, natural
scenes (Allen et al., 2022). As baseline models, we used self-
supervised DNNs that were trained to maximize agreement
between different augmentations of 2D images, which have
previously been shown to be highly predictive of ventral visual
stream (Caron et al., 2021; Chen et al., 2020). Consistent with
our proposal, we found that the GRNN model was typically a
better predictor of high-level parietal visual areas, while the
self-supervised 2D models were typically better predictors of
high-level ventral visual areas. These results demonstrate the
potential for using task-relevant models aligned with hypothe-
ses regarding brain function as a means for probing represen-
tational differences across visual streams.

Methods
fMRI dataset. NSD contains measurements of 7T fMRI re-
sponses (1.8 mm, 1.6 s) from 8 participants who each viewed
9,000–10,000 distinct color natural scenes (22,000–30,000 tri-
als). Participants fixated centrally and performed a long-term
continuous image recognition task. The noise ceiling (NC)
was estimated in each voxel as described in Allen et al. (2022).
We only include voxels with NC ≥ 10% variance and report
noise-ceiling normalized prediction accuracy.



Regions of Interest (ROIs). We used NSD’s ”streams”
anatomical atlas to define seven ROIs that cover the parietal,
lateral, and ventral visual streams (Fig. 1A; also see Finzi et
al. (2022)). We also looked at sub-regions within each stream
using Glasser et al. (2016) and Wang et al. (2015) atlases.
We also examined three scene ROIs (RSC, OPA, and PPA)
obtained by thresholding the category functional localizer.
GRNN training and inference. We used the Fang et
al. (2020) dataset of RGB-D images (n = 28345) of in-
door (Straub et al., 2019) and outdoor (Dosovitskiy et al.,
2017) scenes for our GRNN training. The self-supervised
training procedure from Harley et al. (2019) was used, which
utilizes a view-contrastive loss in feature space. This involves
back-projecting an RGB image into a 3D voxel grid, deriv-
ing a 3D feature map, and pulling corresponding features to-
gether from egomotion-stabilized 3D feature maps (Fig. 1B).
To extract GRNN representations for NSD images, we used
a fixed camera field of view and estimated depth maps using
MiDaS (Ranftl et al., 2020).
Comparison models. We compared GRNN to two self-
supervised DNNs that have shown exceptional performance
in object recognition and ventral stream predictivity, even ri-
valing supervised models (Zhuang et al., 2021). These mod-
els, DINO (Caron et al., 2021) (ViT-small backbone) and Sim-
CLR SimCLR (Chen et al., 2020) (ResNet-50 backbone), have
different self-supervised learning objectives and neural archi-
tectures. We trained all models on the same dataset of indoor
and outdoor scenes to ensure a fair comparison with GRNN.
Fitting to brain data. We evaluated the performance of each
model on a held-out test set using an 85:15 validation split for
each subject separately. To reduce dimensionality, we used
PCA to project the features into a lower dimensional sub-
space and retained the first 1000 components (Schrimpf et
al. (2018)). We fit the features of each layer to each brain
voxel using ridge regression, and determined each voxel’s reg-
ularization parameter through 7-fold cross-validation. We as-
sessed model performance on the test data using Pearson’s
correlation and coefficient of determination (R2), and reported
the best fitting layer for each subject in each ROI.

Results
We evaluated the performance of three models for predict-
ing voxel responses to natural images. A representative sub-
ject (Fig. 1C) indicates that GRNN outperforms DINO in high-
level parietal regions, while DINO performs better in high-level
ventral regions. Prediction accuracy (R2) within each stream
across all subjects reveals that GRNN predicts high-level pari-
etal regions better than DINO and SimCLR (GRNN>DINO
mid-parietal p = 0.016, high-parietal p = 0.038; GRNN >
SimCLR, high-parietal p = 0.005). DINO also performs bet-
ter than GRNN in high-level ventral regions (paired t-test;
p = 0.0052). There was no significant difference between
GRNN and SimCLR in high-level ventral (paired t-test; p =
0.98) and no significant difference between models in the
mid- and high-level lateral ROIs. Paired t-tests on sub-ROIs
within each stream revealed that GRNN predicts voxel re-
sponses with higher accuracy than DINO in V3AB (p= 0.021),

Figure 2: A. noise-corrected R2 of model fit for each ROI. Each dot
represents a subject. Bars and error bars are mean and standard
deviation across subjects (N=8), respectively. B. Same as A but for
subregion ROIs.

as well as early IPS regions and SPL compared to DINO
(GRNN>DINO, IPS0; p = 0.017, IPS1; p = 0.035, IPS2;
p = 0.039, SPL; 0.0078) and SimCLR (GRNN>SimCLR,
IPS0; p = 0.018, IPS1; p = 0.010, IPS2; p = 0.013, SPL;
0.015). No difference between models was found in higher-
order IPS (GRNN>DINO, IPS3; p = 0.22, IPS4; p = 0.35,
IPS5; p = 0.058). In high-level ventral regions DINO had sig-
nificantly higher predictivity than GRNN in 4/6 regions exam-
ined (DINO>GRNN, PHC; 0.023, PHA; 0.0019, VMV; 0.047,
VVC; p = 0.00066). In scene ROIs DINO significantly out-
performed GRNN in two scene regions located more ventrally
(DINO>GRNN, PPA; p = 0.0034, RSC; 0.00091), whereas
GRNN performed better in predicting voxel responses in OPA,
which is located more dorsally (GRNN>DINO p = 0.011;
GRNN>SimCLR p = 0.037). These results indicate that a
self-supervised model trained for 3D view prediction performs
better than models trained to capture augmentation-invariant
2D image statistics in predicting voxel responses in parietal
areas. The opposite trend was found in ventral regions, par-
ticularly with DINO outperforming GRNN.

Discussion
Our research indicates that a 3D view prediction model is
better suited for predicting voxel responses in the parietal
visual stream compared to 2D augmentation-invariant self-
supervised models in a large-scale fMRI dataset of humans
viewing natural images. However, more research is necessary
to better understand the observed differences and to explore
the impact of training and fMRI datasets on model alignment.
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